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1
MEDIA CONTENT PLAYBACK BASED ON
AN IDENTIFIED GEOLOCATION OF A
TARGET VENUE

BACKGROUND

An almost limitless variety of audio content is available to
listeners at the touch of a button, or frequently the input of
a voice command, given the presence of countless audio
content distributors and services that provide access to that
content. Examples of audio content include songs, albums,
podcasts, audiobooks, promotional clips, etc. However,
audio content is typically only transferred to listeners and
their playback devices in a basic two-channel format in
which it was originally recorded, without taking into
account the playback capabilities of those devices to provide
more immersive and interactive listening experiences to
audio content consumers.

SUMMARY

In general terms, this disclosure is directed to providing
media content to a media playback system in a format that
takes advantage of the media playback system’s capabilities.
In some embodiments, and by non-limiting example, the
media playback system plays back media content in such a
way that the media content sounds like it is coming from a
direction of an identified geolocation of a sound source. An
example of a sound source is a target venue, such as a
business. Examples of business are described herein, such as
a coffee shop or a concert venue. Various aspects are
described in this disclosure, which include, but are not
limited to, the following aspects.

One aspect is a method for providing media content to a
media playback device, the method comprising: determining
a geolocation of a target venue; determining a first geolo-
cation of the media playback device; receiving an indication
that the media playback device is within a threshold distance
of the target venue; and transferring, to the media playback
device, media content associated with the target venue,
wherein one or more characteristics of the media content are
dynamically modified to simulate audio originating from the
target venue.

In another aspect, a media server is provided. The media
server comprises: a database storing a plurality of songs in
both of a three-dimensional format and a non-three-dimen-
sional format; at least one processing device in data com-
munication with the database; and at least one computer
readable storage device storing instructions that, when
executed by the at least one processing device, cause the
media server to: determine a first geolocation of a media
playback device from which a request for media content has
been received; determine a geolocation of a target venue that
is within a threshold distance of the media playback device;
determine that the media playback device is connected to
headphones; and transfer, to the media playback device,
media content in a three-dimensional audio format, the
media content being associated with the target venue.

In yet another aspect, a media playback device is pro-
vided. The media playback device comprises: a processing
device; and at least one non-transitory computer readable
storage device storing instructions that when executed by the
processing device, cause the media playback device to:
provide, to a media server, an indication that the media
playback device is connected to headphones; provide, to the
media server, a geolocation of the media playback device;
provide, to the media server, a direction of travel of the
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media playback device; and play back media content
received from the media server, wherein the media content
comprises three-dimensional audio content, and wherein the
media content is associated with a target location that is
within a threshold distance of the media playback device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an example system for selecting and
providing three-dimensional and non-three-dimensional
audio content associated with a target venue to a media
playback system.

FIG. 2 is a schematic illustration of the example system
of FIG. 1 for selecting and providing three-dimensional and
non-three dimensional audio content associated with a target
venue to a media playback system.

FIG. 3 is a schematic block diagram of the media content
selection engine shown in FIG. 2.

FIG. 4 illustrates an example system for selecting audio
content associated with a target venue, providing audio
content associated with a target venue, and modifying one or
more qualities of audio content associated with a target
venue based on the movement of a media playback device
as that movement relates to the geolocation of a target venue.

FIG. 5 illustrates an example method for selecting and
transferring audio content to a media playback device in an
appropriate format based on the media playback device’s
suitability for playing three-dimensional audio content.

FIG. 6 illustrates an example method for adjusting one or
more audio filters to compensate for a detected change in
direction relative to a perceived geographic source of 3D
audio content.

FIG. 7 illustrates an example method for adjusting one or
more audio filters to compensate for a detected change in
head movement relative to a perceived geographic source of
3D audio content.

DETAILED DESCRIPTION

Various embodiments will be described in detail with
reference to the drawings, wherein like reference numerals
represent like parts and assemblies throughout the several
views. Reference to various embodiments does not limit the
scope of the claims attached hereto. Additionally, any
examples set forth in this specification are not intended to be
limiting and merely set forth some of the many possible
embodiments for the appended claims.

The perception of spatial sound in the real world is a
complex phenomenon. It combines the interactions between
acoustic sound waves and a room or space, the interaction
with a listener’s head and ears, the reaction of a listener’s
middle and inner ear and the audio nerve, and the brain’s
cognition and interpretation of an acoustic scene.

Audio recordings have generally been provided to users,
via media playback systems (e.g., speakers and headphones;
devices associated with speakers and headphones such as
tablets, smart phones, CD players, MP3 players, etc.) in a
two-channel stereo format, or a multi-channel surround
sound format. During two-channel stereo recording, two
microphones are placed in strategically chosen locations
relative to a sound source, with both recording simultane-
ously. The two recorded channels are similar, with each
having a distinct time-of-arrival, and pressure-level, associ-
ated with received sound. During playback of such record-
ings, a basic illusion of multi-directional audible perspective
is generally achieved by using two independent audio chan-
nels through a configuration of two or more speakers (or
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stereo headphones) in such a way as to create the impression
of sound heard from two directions. However, conventional
stereo recordings fail to give listeners an accurate perception
of the location from which audio content originates from in
relation to their physical location because those recordings
do not factor in natural ear spacing or “head shadow™ of the
head and ears, as well as other physical factors associated
with receiving and processing sound in a three-dimensional
environment, since these things happen naturally as a person
listens, generating their own interaural time difference and
interaural level differences.

Surround sound systems provide a better locational audi-
tory perception to listeners than typical stereo recordings.
Surround sound generally describes a technique for enrich-
ing the sound reproduction quality of an audio source with
additional audio channels from speakers that surround the
listener. Surround sound is characterized by a listener loca-
tion, or sweet spot, where the audio effects work best, and
presents a fixed or forward perspective of the sound field to
the listener at this location. The technique enhances a
listener’s ability to identify the location or origin of a
detected sound in direction and distance. Typically this is
achieved by using multiple discrete audio channels routed to
an array of loud speakers, whereby each source channel is
mapped to its own loudspeaker. However, like typical stereo
recordings, surround sound also fails to provide an accurate
perception of sound as it is heard in everyday life. For
example, surround sound is hindered by the fact that there
are a finite number of places (i.e., speakers) from which
sound can be perceived to originate from, and the sound no
longer enters a listener’s ears unaltered. Instead, it bounces
around objects in a three-dimensional listening environment
(e.g., walls, chairs, desks, etc.) that is unlike the environment
that the sound has been recorded to capture. As such, the
sound reverberates off of objects in the environment, leaving
sensitive phase information muddled.

In contrast to typical stereo and surround sound systems,
three-dimensional audio systems provide a listener with the
perception that they are physically present in a three-
dimensional environment where audio is being produced,
without limiting the listener to a specific sweet spot, as
generally required by surround sound systems. Three-di-
mensional recording (sometimes called binaural recording)
takes the stereo recording method one step further by
placing two microphones in ear-like cavities on either side
of a stand or dummy head in order to capture and process
sound most closely to the way it would be heard by human
ears, thereby preserving interaural cues. Three-dimensional
audio recordings are capable of providing an accurate per-
ception of sound, as heard in the real world, by capturing
sound waves as they are modified by a listener’s aural
anatomy (e.g., the size and shape of the head, ears, ear canal,
density of the head, size and shape of nasal and oral cavities,
etc.). Thus, three-dimensional audio recording accurately
captures the modified soundwaves as they would be heard
by a listener, including pitch, tone, loudness, and location
modifications, which are commonly referred to as head
related transfer functions and HRTF filters. This allows for
a listener of three-dimensional audio content to place and
perceive different sounds in different three-dimensional
locations upon hearing those sounds, even though the
sounds may be produced by just two speakers of a pair of
headphones.

Three-dimensional audio content can also be created by
simulating the soundwave modifications that would occur in
a natural sound environment through the application of
HRTF filters to standard multi-channel recordings, in order
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to attempt to replicate non-altered three dimensional record-
ings. For example, filters that account for natural sound
environment factors may comprise filters that adjust sound-
waves based on distance, desired sound origination in rela-
tion to a listener, head movement of a listener, direction of
travel of a user relative to a sound source, rate of travel of
a user relative to a sound source, and a user’s aural anatomy,
among others. The perceived accuracy of producing such a
recording is dependent at least on how much information is
available in the original recording (e.g., a multi-track record-
ing with multiple channels can be processed to create a more
convincing three-dimensional audio equivalent than a
mono-track stereo recording). Such a recording, as referred
to herein, is designated as a simulated three-dimensional
audio recording, or simulated three-dimensional audio con-
tent.

Three-dimensional audio playback can accurately emu-
late a three-dimensional sound environment when played
through headphones. This is typically not the case when a
three-dimensional recording is played back by one or more
surrounding speakers. For example, when three-dimensional
audio recordings are played back through surrounding
speakers in a three-dimensional environment, most of the
subtlety is lost, and it is difficult to perceive a difference
from ordinary stereo sound. Thus, when played over typical
surrounding speakers, rather than providing the complex
sound visualization of a three-dimensional recording, a
listener is instead sensitive to the sound visualization of her
three-dimensional environment.

FIG. 1 illustrates an example system 100 for selecting and
providing three-dimensional (3D) and non-three-dimen-
sional (non-3D) audio content associated with a target venue
to a media playback system. The example system 100
includes target venue environment 102, media content pro-
cessing and transfer environment 108, audio content storage
environment 114, and media playback environment 120.

Media playback environment 120 includes user U and
media playback device 124. User U is wearing headphones
that are physically connected to media playback device 124,
although it should be understood that user U’s headphones
may be connected/paired to media playback device 124 via
wireless communication (e.g., BlueTooth, WiFi, etc.). The
media playback device 124 may comprise any device
capable of playing back audio content, stored locally on the
media playback device 124 or remotely (e.g., audio content
stored on one or more remote computing devices associated
with a media streaming service, audio content stored on one
or more computing devices associated with a media upload-
ing and/or downloading service, audio content stored on one
or more remote computing devices associated with a cloud
computing storage service, etc.). For example, the media
playback device 124 may comprise devices such as a smart
phone, a tablet, a laptop, a desktop, an MP3 player, etc., as
well as any of those devices in addition to associated audio
producing devices (e.g., speakers that are physically or
wirelessly connected, headphones that are physically or
wirelessly connected, etc.).

Media content processing and transfer environment 108
includes server computing device 112, network 110. Devices
associated with target venue environment 102, media con-
tent processing and transfer environment 108, audio content
storage environment 114, and media playback environment
120, may communicate with one another via network 110.

Audio content storage environment 114 includes 3D
audio repository 118, including a plurality of 3D audio
tracks, and non-3D audio repository 116, including a plu-
rality of non-3D audio tracks. According to examples, user
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U may request, via media playback device 124 and network
110, access to one or more audio tracks comprised in one or
both of 3D audio repository 118 and non-3D audio reposi-
tory 116. The request may be input into a graphical user
interface, or language processing software associated with,
media playback device 124. For example, media playback
device 124 may run a media content streaming application,
which provides functionality related to selecting and playing
media content, including audio content, which may be stored
locally on media playback device 124, an associated device,
and/or remotely.

The request to access one or more audio tracks, in
addition to providing an indication of which audio tracks,
files playlists, etc. are requested, may comprise an indication
of whether the requesting device and/or a connected device
is suitable for playing 3D audio content. For example, a
determination may be made by media playback device 124
that headphones are physically connected or wirelessly
connected to it, and as such, a further determination may be
made that media playback device 124 is connected to a
device (the headphones) that is suitable for playing 3D audio
content.

According to some examples, the determination of
whether a requesting device and/or a connected device is
suitable for playing 3D audio may be made by one or more
remote computing devices, such as server computing device
112. Thus, in some aspects, media playback device 124 may
make the determination of whether it or a connected device
is suitable for playing 3D audio, and that information may
be transferred to a media server, and in other aspects, media
playback device 124 may transfer information about itself
and/or other media playback devices associated with it, and
a determination of whether it and/or a connected device is
suitable for playing 3D audio may be made by one or more
remote computing devices, such as server computing device
112.

According to examples, server computing device 112 may
comprise a media server and/or a content type selection
server. Server computing device 112 may perform one or
more operations related to receiving media content requests,
determining whether a requesting device or a connected
device is suitable for playing 3D audio content, and selecting
appropriate media content to transfer to a requesting device,
such as media playback device 124.

In some aspects, upon receiving a request for one or more
audio tracks from media playback device 124, server com-
puting device 112 may determine, based on information
associated with that request, that media playback device 124
is connected to headphones and/or another device that is
suitable for playing 3D audio content, and that the media
playback system associated with media playback device 124
is therefore suitable for playing 3D audio that will be
perceived by a listener as corresponding to a natural sound
environment. According to other aspects, that determination
may be made based on one or more communications by a
media playback system associated with media playback
device 124. Accordingly, server computing device 112 may
send a request to 3D audio repository 118 for one or more
of the audio tracks that were requested by media playback
device 124.

Although shown as two remote repositories, 3D audio
repository 118 and non-3D audio repository 116 may be
maintained jointly on a server computing device, such as
server computing device 112. Additionally, although shown
as two separate repositories, 3D audio repository 118 and
non-3D audio repository 116 may reside on the same or
different storage devices.
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Upon receiving a request for one or more 3D audio tracks,
3D audio repository 118, or one or more computing devices
associated with 3D audio repository 118, may transfer one or
more of the requested audio tracks to media playback device
124. Thus, in exemplary system 100, 3D audio content 126
is sent to media playback device 124, via network 110.
According to other examples, 3D audio repository 118 may
transfer one or more of the requested 3D audio tracks to one
or more intermediary computing devices, such as server
computing device 112, and subsequently transferred to
media playback device 124.

In some examples, rather than transferring 3D audio
tracks from 3D audio repository 118 to media playback
device 124, requested audio tracks may be transterred from
non-3D audio repository 116 to one or more HRTF process-
ing engines and one or more associated computing devices,
such as server computing device 112, which may apply one
or more HRTF filters to the requested audio tracks, thereby
generating simulated 3D audio tracks that are then trans-
ferred to media playback device 124. Similarly, rather than
transferring 3D audio tracks from 3D audio repository 118
to media playback device 124 and/or applying one or more
HRTF filters to the requested audio tracks at one or more
HRTF processing computing devices prior to transferring
simulated 3D audio tracks to media playback device,
requested audio tracks may be transferred from non-3D
audio repository 116 to media playback device 124, which
may subsequently apply one or more HRTF filters to the
requested audio tracks, thereby generating simulated 3D
audio tracks at media playback device 124.

According to some examples, one or more movement-
determining devices may be physically and/or wirelessly
connected to an audio requesting device, such as media
playback device 124. For example, headphones connected to
media playback device 124 may comprise one or more
accelerometer for detecting a change in location. Thus, when
connected to media playback device 124, and worn on user
U, headphones comprising one or more accelerometer may
provide an indication to media playback device 124, and/or
one or more remote computing devices (e.g., server com-
puting device 112), regarding user U’s head position and
movement. As such, when 3D audio content is being played
by media playback device 124 in such a scenario, one or
more filters may be applied to the 3D audio content at media
playback device 124 and/or one or more remote computing
devices (e.g., server computing device 112) to compensate
for a determined change in user U’s head location. For
example, one or more HRTF filters may be automatically
applied to 3D audio content being played by media playback
device 124 when a change in user U’s head location is
determined to have occurred, such that the 3D audio content
being played provides an accurate perception of what the
audio being played would sound like if user U were present
and moving her head, and the 3D audio was naturally
originating from target venue 104. According to examples,
compensating filters that may be applied in such a scenario
may include one or more of: a timing filter, a loudness filter,
and a timbre filter.

Although the examples described herein use accelerom-
eters, in other embodiments other types of movement-
determining devices are used. Movement-determining
devices are depicted generically in media playback environ-
ment 120 as movement determining device 122. A move-
ment-determining device is a device that operates to capture
measurements related to movement of the media playback
device 124 and/or an associated device (e.g., headphones, a
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headband, virtual reality headgear, etc.). An accelerometer is
an example of a movement-determining device.

An accelerometer is a device that is used to measure
acceleration, including gravitational acceleration. In some
embodiments, an accelerometer measures acceleration in a
single direction. In other embodiments, an accelerometer
measures acceleration in more than one direction, such as in
three directions. In some embodiments, the orientation of an
accelerometer is inferred by comparing the measured direc-
tion and magnitude of acceleration to an expected direction
and magnitude of gravitational acceleration. Additionally, in
some embodiments, the movement of one or more acceler-
ometers and/or a user’s head may be inferred from one or
more measured acceleration values.

In some examples, a set of accelerometers may be imple-
mented in determining a change in a user’s head location.
For example, an X accelerometer, a Y accelerometer, and a
Z accelerometer may be implemented. In such examples, an
X accelerometer may operate to measure acceleration in the
horizontal direction relative to a user’s head location, a Y
accelerometer may operate to measure acceleration in a
vertical direction relative to a user’s head location, and a Z
accelerometer may operate to measure acceleration in a
front-to-back direction relative to a user’s head location. In
some embodiments, an accelerometer set may be imple-
mented that includes three or more accelerometers that each
operate to measure acceleration in three orthogonal direc-
tions (i.e., each of the three directions is pairwise perpen-
dicular to the other two directions). In this manner one or
more accelerometers may operate to determine and/or pro-
vide data such that a determination can be reached regarding
acceleration in three-dimensional space.

Target venue environment 102 includes target venue 104
and router computing device 106. Target venue 104 com-
prises a physical entity, such as a brick and mortar place of
interest, a business, a sporting venue, a school, a company,
etc. In some examples, information about target venue 104
may be stored on a computing device that is in communi-
cation with one or more media content application servers,
such as server computing device 112. Such information
about target venue 104 may include: a geographic location
of target venue 104, the type of entity that target venue 104
corresponds to (e.g., a coffee shop, a retail shop, a sport
venue, a concert venue, etc.), and one or more types of goods
or services that are offered in association with target venue
104. In some examples, one or more audio and/or video
promotional tracks associated with target venue 104 may be
stored in one or more repositories, such as non-3D audio
repository 116 and/or 3D audio repository 118.

According to some aspects, a determination may be made
that a media playback device associated with a media
playback service, such as media playback device 124, is
within a threshold distance of target venue 104 (e.g., one-
hundred meters, three-hundred meters, half a kilometer, two
kilometers, etc.), and an indication to transfer media content
associated with the target venue to media playback device
124 may be provided based on media playback device 124
being within the threshold distance of target venue 104.

In some examples, if a determination is made that media
playback device 124 and/or a connected playback device,
such as headphones, is suitable for playing 3D audio con-
tent, and an indication has been received that media play-
back device 124 is within a threshold distance of target
venue 104, 3D audio content associated with target venue
104 may be transferred to media playback device 124.

According to additional examples, the 3D audio content
associated with target venue 104 may be transferred to
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media playback device 124 such that it may be perceived by
user U as originating from the geographic location of target
venue 104. For example, one or more directional and/or
loudness HRTF filters may be applied to the 3D audio
content associated with target venue 104 such that the 3D
audio content is perceived to originate from the geographic
location of target venue 104 in relation to media playback
device 124. For example, a geolocation of media playback
device 124 may be received, a geolocation of target venue
104 may be received, and one or more HRTF filters may be
applied to the 3D audio content associated with target venue
104 such that the 3D audio content is perceived to originate
from the geographic location of target venue 104 in relation
to the received geolocation of media playback device 124. In
additional examples, the geolocation of media playback
device 124 may be received at timed intervals and/or the
geolocation of media playback device 124 may be updated
when a determination that media playback device 124 has
moved, and one or more HRTF filters may be modified such
that 3D audio content associated with target venue 104 being
transferred to media playback device 124 may continue to be
perceived by listening user U as originating from target
venue 104 as media playback device 124 moves.

In some aspects, where media playback device 124 is
connected to headphones that comprise one or more move-
ment-detection devices (e.g., accelerometers), one or more
HRTF filters applied to 3D audio content associated with
target venue 104 that is being transferred to media playback
device 124 may be automatically adjusted in response to
receiving an indication that a change in the headphone’s
location has occurred, such that the 3D audio content may
still be perceived by user U as originating from target venue
104. In some examples, the one or more HRTF filters that are
automatically adjusted in response to a received indication
that a change in the headphone’s location has occurred may
comprise one or more of: a timing filter, a loudness filter, and
a timbre filter. In additional example, user U’s head move-
ment may be tracked, and associated HRTF filters applied,
based on received video tracking signals, radio wave signals,
etc.

According to some examples, the geolocation of target
venue 104 may be received and/or determined from a
geo-mapping service. For example, entity location data
associated with one or more entities (e.g., target venues)
within a threshold distance of media playback device 124
may be obtained from a geo-mapping service. That is, when
the geolocation of media playback device 124 is received, a
geo-mapping service may be queried to determine whether
there are one or more entities within a threshold distance of
media playback device 124 that correspond to target venues
for which promotional audio content is accessible by a
media streaming application on media playback device 124.

In some examples, a determination may be made that
media playback device 124 is within a threshold distance of
target venue 104 for transferring audio content associated
with target venue 104 to media playback device 124 based
on media playback device 124 receiving a wireless signal
from router computing device 106 (e.g., media playback
device 124 is close enough to router computing device 106
to receive and analyze a wireless signal from router com-
puting device 106). In some examples, a received wireless
signal received by media playback device 124 from router
computing device 106 may comprise one or more of: a
geographic location of target venue 104, the type of entity
that target venue 104 corresponds to (e.g., a coffee shop, a
retail shop, a sport venue, a concert venue, etc.), one or more
types of goods or services that are offered in association with
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target venue 104, and/or an indication that one or more audio
and/or video promotional tracks associated with target venue
104 may be stored in one or more repositories, such as
non-3D audio repository 116 and/or 3D audio repository 118
for streaming to media playback device 124.

FIG. 2 is a schematic illustration of the example system
100 of FIG. 1 for selecting and providing three-dimensional
and non-three-dimensional audio content associated with a
target venue to a media playback system. In FIG. 2, the
media playback device 124, server computing device 112
(including media server 180 and content type selection
server 182), and the network 110 are shown. Also shown are
the user U and satellites S.

As noted above, the media playback device 124 and/or
one or more connected devices operate to play media
content comprising 3D audio content and non-3D audio
content. In some embodiments, the media playback device
124 operates to play media content items that are provided
(e.g., streamed, transmitted, etc.) by a system external to the
media playback device 124 such as media server 180 and/or
content type selection server 182, another system, or a peer
device, which may be comprised of server computing device
112. Alternatively, in some embodiments, the media play-
back device 124 operates to play media content stored
locally on the media playback device 124. Further, in at least
some embodiments, the media playback device 124 operates
to play media content that is stored locally as well as media
content provided by other systems and devices.

In some embodiments, the media playback device 124 is
a computing device, handheld entertainment device, smart-
phone, tablet, watch, wearable device, or any other type of
device capable of playing media content. In yet other
embodiments, the media playback device 124 is a laptop
computer, desktop computer, television, gaming console,
set-top box, network appliance, blue-ray or DVD player,
media player, stereo, or radio. In some examples the media
playback device 124 may be connected, physically and/or
wirelessly, to one or more audio producing devices such as
one or more speakers.

In at least some embodiments, the media playback device
124 includes a location-determining device 150, a touch
screen 152, a processing device 154, a memory device 156,
a content output device 158, a playback system determina-
tion device 160, and a network access device 162. Other
embodiments may include additional, different, or fewer
components. For example, some embodiments may include
a recording device such as a microphone or camera that
operates to record audio or video content. As another
example, some embodiments do not include one or more of
the location-determining device 150 and the touch screen
152.

The location-determining device 150 is a device that
determines the location of the media playback device 124. In
some embodiments, the location-determining device 150
uses one or more of the following technologies: Global
Positioning System (GPS) technology which may receive
GPS signals 170 from satellites S, cellular triangulation
technology, network-based location identification technol-
ogy, WiFi positioning systems technology, and combina-
tions thereof.

The touch screen 152 operates to receive an input 172
from a selector (e.g., a finger, stylus etc.) controlled by the
user U. In some embodiments, the touch screen 152 operates
as both a display device and a user input device. In some
embodiments, the touch screen 152 detects inputs based on
one or both of touches and near-touches. In some embodi-
ments, the touch screen 152 displays a user interface 164 for
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interacting with the media playback device 124. As noted
above, some embodiments do not include a touch screen
152. Some embodiments include a display device and one or
more separate user interface devices. Further, some embodi-
ments do not include a display device.

In some embodiments, the processing device 154 com-
prises one or more central processing units (CPU). In other
embodiments, the processing device 154 additionally or
alternatively includes one or more digital signal processors,
field-programmable gate arrays, or other electronic circuits.

The memory device 156 operates to store data and
instructions. In some embodiments, the memory device 156
stores instructions for a media-playback engine 166 that
includes a media content type selection engine 168A. In
some embodiments, the media-playback engine 166 oper-
ates to play back media content and the media content type
selection engine 168A operates to track the geolocation of
media playback device 124, determine whether one or more
target venues are within a threshold distance of media
playback device 124, select audio content associated with
one or more target venues to transfer to media playback
device 124, and/or apply one or more HRTF filters to audio
content that is being played back or that is stored for future
playback. For example, if media playback device 124 or an
associated device are determined to be suitable for 3D audio
playback, but audio content that is being played back by the
media playback device 124, or that is stored on media
playback device 124 for future playback, is not in a 3D
format, media content type selection engine 168 A may apply
one or more HRTF filters to one or more corresponding
non-3D audio tracks in order to play those tracks in a 3D
audio format. Additionally, media content type selection
engine 168A may receive an indication that user U’s head
position has changed (e.g., receive information from or
related to movement detection devices connected to media
playback device 124), and apply one or more HRTF filters
to one or more 3D audio tracks (e.g., 3D audio tracks
associated with a target venue that is determined to be within
a threshold distance of media playback device 124) prior to
or during playback of those tracks by the media playback
device 124.

The memory device 156 typically includes at least some
form of computer-readable media. Computer readable media
includes any available media that can be accessed by the
media playback device 124. By way of example, computer-
readable media include computer readable storage media
and computer readable communication media.

Computer readable storage media includes volatile and
nonvolatile, removable and non-removable media imple-
mented in any device configured to store information such as
computer readable instructions, data structures, program
modules, or other data. Computer readable storage media
includes, but is not limited to, random access memory, read
only memory, electrically erasable programmable read only
memory, flash memory and other memory technology, com-
pact disc read only memory, blue ray discs, digital versatile
discs or other optical storage, magnetic cassettes, magnetic
tape, magnetic disk storage or other magnetic storage
devices, or any other medium that can be used to store the
desired information and that can be accessed by the media
playback device 124. In some embodiments, computer read-
able storage media is non-transitory computer readable
storage media.

Computer readable communication media as described
herein embodies computer readable instructions, data struc-
tures, program modules or other data in a modulated data
signal such as a carrier wave or other transport mechanism
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and includes any information delivery media. The term
“modulated data signal” refers to a signal that has one or
more of its characteristics set or changed in such a manner
as to encode information in the signal. By way of example,
computer readable communication media includes wired
media such as a wired network or direct-wired connection,
and wireless media such as acoustic, radio frequency, infra-
red, and other wireless media. Combinations of any of the
above are also included within the scope of computer
readable media.

The content output device 158 operates to output media
content. In some embodiments, the content output device
158 generates media output for the user U. Examples of the
content output device 158 include a speaker, an audio output
jack, a Bluetooth transmitter, a display panel, and a video
output jack. Other embodiments are possible as well. For
example, the content output device 158 may transmit a
signal through the audio output jack or Bluetooth transmitter
that can be used to reproduce an audio signal by a connected
or paired device such as headphones or a speaker.

The playback system determination device 160 operates
to determine whether the media playback device 124, or a
connected device, is suitable for playing back 3D audio
content. In some examples, the playback system determina-
tion device 160 may send an indication of whether the media
playback device 124 or a connected device is suitable for
playing back 3D audio content to a media content server
(e.g., server computing device 112). In at least some
examples, the playback system determination device 160
operates to determine whether headphones are physically or
wirelessly connected to media playback device 124, and
thus suitable for playing back 3D audio content. In other
examples, the playback system determination device 160
operates to determine whether a user has provided input into
media playback device 124, or a device connected to media
playback device 124, indicating that media playback device
124 is or is not suitable for playing back 3D audio.

The network access device 162 operates to communicate
with other computing devices over one or more networks,
such as network 110. Examples of the network access device
include wired network interfaces and wireless network inter-
faces. Wireless network interfaces includes infrared, BLU-
ETOOTH® wireless technology, 802.11a/b/g/n/ac, and cel-
Iular or other radio frequency interfaces in at least some
possible embodiments.

The network 110 is an electronic communication network
that facilitates communication between the media playback
device 124 and remote devices associated with media con-
tent selection, processing, and delivery, including content
type selection server 182, media server 180, and the devices
depicted in the various environments of FIG. 1. An elec-
tronic communication network includes a set of computing
devices and links between the computing devices. The
computing devices in the network 110 use the links to enable
communication among the computing devices in the net-
work 110. The network 110 can include routers, switches,
mobile access points, bridges, hubs, intrusion detection
devices, storage devices, standalone server devices, blade
server devices, sensors, desktop computers, firewall devices,
laptop computers, handheld computers, mobile telephones,
and other types of computing devices.

In various embodiments, the network 110 includes vari-
ous types of links. For example, the network 110 can include
wired and/or wireless links, including Bluetooth, ultra-
wideband (UWB), 802.11, ZigBee, cellular, and other types
of wireless links. Furthermore, in various embodiments, the
network 110 is implemented at various scales. For example,
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the network 110 can be implemented as one or more local
area networks (LANs), metropolitan area networks, subnets,
wide area networks (such as the Internet), or can be imple-
mented at another scale. Further, in some embodiments, the
network 110 includes multiple networks, which may be of
the same type or of multiple different types.

In at least some embodiments, the media server 180 and
the content type selection server 182 are provided by sepa-
rate computing devices. In other embodiments, the media
server 180 and the content type selection server 182 are
provided by the same computing devices. Further, in some
embodiments, one or both of the media server 180 and the
content type selection server 182 are provided by multiple
computing devices. For example, the media server 180 and
the content type selection server 182 may be provided by
multiple redundant servers located in multiple geographic
locations.

The media server 180 operates to transmit stream media
218 to media-playback devices such as the media playback
device 124. In some embodiments, the media server 180
includes a media server application 184, a media content
type selection engine 168B, a processing device 186, a
memory device 188, and a network access device 190. The
processing device 186, memory device 188, and network
access device 190 may be similar to the processing device
154, memory device 156, and network access device 162
respectively, which have each been previously described.

In some embodiments, the media server application 184
operates to stream music or other audio, video, or other
forms of media content. The media server application 184
includes a media stream service 194, a media data store 196,
and a media application interface 198. The media stream
service 194 operates to buffer media content such as media
content items 206, 208, and 210, for streaming to one or
more streams 200, 202, and 204.

The media application interface 198 can receive requests
or other communication from media playback devices or
other systems, to retrieve media content items from the
media server 180. For example, in FIG. 2, the media
application interface 198 receives communication 234 from
the media playback device 124.

In some embodiments, the media data store 196 stores
media content items 212, media content metadata 214, and
playlists 216. The media data store 196 may comprise one or
more databases and file systems (e.g., 3D audio repository
128, non-3D audio repository 130, etc.). Other embodiments
are possible as well. As noted above, the media content items
212 may be audio, video, or any other type of media content,
which may be stored in any format for storing media
content.

Media content items 206, 208, and 210 may comprise 3D
audio content items or non-3D audio content items. For
example, one or more of media content items 206, 208 and
210 may be stored in 3D audio repository 128 and comprise
3D audio content as discussed above. Similarly, one or more
of media content items 206, 208 and 210 may be stored in
non-3D audio repository 130 and comprise non-3D audio
content as also discussed above.

The memory device 188 operates to store data and
instructions. In some embodiments, the memory device 188
stores instructions for a media content type application that
includes a media content type selection engine 168B. In
some embodiments, the media content type application 286
receives communications from the media playback device
124 and/or the content type selection server regarding
requested media content and/or content associated with one
or more target venues that are determined to be within a
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threshold playback distance of media playback device 124,
and the media content type selection engine 168B operates
to apply one or more HRTF filters to audio content, deter-
mine the geolocation of media playback device 124, and/or
determine whether one or more target venues are within a
threshold distance of media playback device 124. For
example, if a determination is made that media playback
device 124 has requested one or more audio tracks and/or
media playback device 124 is determined to be within a
threshold distance of one or more target venues, and media
playback device or an associated device is suitable for
playing 3D audio, but that one or more of the requested
audio tracks is not stored in a 3D format (e.g., stored in
media data store 196 in a 3D format), media content type
selection engine 168B may apply one or more HRTF filters
to one or more corresponding non-3D audio tracks in order
to transfer and/or stream those audio tracks to the media
playback device 124 in a 3D audio format. Additionally,
media content type selection engine 168 may receive an
indication that user U’s head position has changed, and
apply one or more HRTF filters to one or more 3D audio
tracks prior to or during transfer and/or streaming of those
tracks to the media playback device 124 such that user U
may perceive the 3D audio being transferred and/or
streamed to media playback device 124 as originating from
a target venue that is within a threshold distance of media
playback device 124.

The media content metadata 214 operates to provide
various information associated with the media content items
212. In some embodiments, the media content metadata 214
includes one or more of title, artist name, album name,
length, genre, mood, era, etc. In other embodiments, the
media content metadata 214 may comprise one or more of:
a geolocation of an associated target venue, a type of entity
that an associated target venue corresponds to, a good or
service that is offered by an associated target venue, etc. The
playlists 216 operate to identify one or more of the media
content items 212 and. In some embodiments, the playlists
216 identify a group of the media content items 212 in a
particular order. In other embodiments, the playlists 216
merely identify a group of the media content items 212
without specifying a particular order. Some, but not neces-
sarily all, of the media content items 212 included in a
particular one of the playlists 216 are associated with a
common characteristic such as a common genre, mood, or
era.

The content type selection server 182 operates to provide
audio content type-specific information about media content
items to media-playback devices. In some embodiments, the
content type selection server 182 includes a content type
server application 220, a processing device 222, a memory
device 224, and a network access device 226. The process-
ing device 222, memory device 224, and network access
device 226 may be similar to the processing device 154,
memory device 156, and network access device 162 respec-
tively, which have each been previously described.

In some embodiments, content type server application
220 operates to analyze a request for audio content from
media playback device 124 and/or content associated with
one or more target venues that are determined to be within
a threshold playback distance of media playback device 124,
and determine, based on one or more factors, whether media
playback device 124 is suitable for playing 3D audio con-
tent. The content type server application 220 includes a 3D
audio content type interface 228, and a 3D audio metadata
store 230.
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The audio content type interface 228 operates to receive
requests or other communication from media playback
devices or other systems. For example, the audio content
type interface 228 may receive communication from the
media-playback engine 166. Such requests and communi-
cations may include an indication that a requesting device is
suitable, or is not suitable, for playing 3D audio content. The
audio content type interface 228 may also analyze requests
for audio content from media playback devices and retrieve
information about requested audio content items from the
content type selection server and/or the media server 180.
For example, upon making a determination that a requesting
media playback device (or a connected device) is suitable
for 3D audio content playback, and/or making a determina-
tion that a media playback device is within a threshold
distance of one or more target venues, the audio content type
interface 228 may determine whether one or more requested
audio tracks and/or promotional audio tracks associated with
the one or more target venues, are available in a 3D format
for transfer back to the requesting media playback device.

In some embodiments, the 3D audio metadata store 230
stores 3D audio metadata 232. The 3D audio metadata store
230 may comprise one or more databases and file systems.
Other embodiments are possible as well.

The 3D audio metadata 232 operates to provide various
information associated with media content items, such as the
media content items 212. In some embodiments, the 3D
audio metadata 232 provides information that may be useful
for selecting media content items for playback by a media
playback device or an associated device that is determined
to be suitable for playing 3D audio content. For example, in
some embodiments, the 3D audio metadata 232 stores
information related to whether specific media content items
are available for transfer back to a media playback device as
3D audio. According to some embodiments, the 3D audio
metadata 232 may provide an indication that specific audio
content in the media data store 196 is maintained in a 3D
audio format. In other embodiments, the 3D audio metadata
232 may provide an indication that specific audio content in
the media data store 196 is not maintained in a 3D audio
format. In still other embodiments, the 3D audio metadata
232 may provide an indication that a specific audio track in
the media data store 196, although not stored in a 3D audio
format, may be streamed or otherwise transferred to a media
playback device in a 3D audio format after one or more
HRTTF filters have been applied to it. According to yet other
embodiments, the 3D audio metadata 232 may provide an
indication that certain portions of a specific audio content in
the media data store 196 are maintained in a 3D audio
format, while other portions are not. The 3D audio metadata
232 may also provide an indication of the size of specific
audio content, in both its 3D audio format and its non-3D
audio format.

Each of the media playback device 124, the media server
180, and the content type selection server 182 may include
additional physical computer or hardware resources. In at
least some embodiments, the media playback device 124
communicates with the media server 180 and the content
type selection server 182 via network 110.

Although in FIG. 2 only a single media playback device
124, a single media server 180, and a single content type
selection server 182, are shown, in accordance with some
embodiments, the media server 180 and the content type
selection server 182 can support a plurality of media play-
back devices and associated communications and requests,
and the media playback device 124 can simultaneously
access media content from a plurality of media servers and
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content type selection servers. Additionally, although FIG. 2
illustrates a streaming media-based system for media con-
tent selection, other embodiments are possible as well. For
example, in some embodiments, the media playback device
124 includes a media data store 196 (i.e., media content that
is stored locally on the media playback device 124) and the
media playback device 124 is configured to perform media
content selection and/or HRTF filtering. Further in some
embodiments, the media playback device 124 may operate
to store previously streamed media content items in a local
media data store.

In at least some embodiments, one, both, or the combi-
nation of the media server 180 and the content type selection
server 182, can be used to stream, progressively download,
or otherwise communicate music, other audio, video, or
other forms of media content items to the media playback
device 124 based on a request for media content, receiving
an indication and/or otherwise determining that one or more
target venues are within a threshold distance of media
playback device 124, and/or a communicated indication of
whether the media playback device 124 or an associated/
connected device is suitable for playing 3D audio content.

In accordance with an embodiment, a user U can direct
the input 172 to the user interface 164 to issue requests, for
example, to playback media content corresponding to one or
more audio tracks and/or a format in which such requested
tracks are desired (e.g., 3D audio format, non-3D audio
format). For example, although the media playback device
124 or an associated device (e.g., connected headphones)
may be suitable for playing 3D audio, user U may nonethe-
less request that non-3D audio formatted tracks be requested
and transferred to media playback device 124 due to factors
such as network streaming speeds, network streaming costs,
and available storage on the media playback device 124,
among others.

FIG. 3 is a schematic block diagram of the media content
type selection engine 168C, which may reside in media
playback device 124 (i.e., media content type selection
engine 168A), media server 180 (i.e., media content type
selection engine 168B), or both media playback device 124
and media server 180. Media content type selection engine
168C includes geolocation tracking engine 258, target venue
selection engine 256, location compensation engine 242,
audio format conversion engine 244, head-related transfer
function audio modification engine 246, 3D audio timbre
modification engine 248, 3D audio timing modification
engine 250, and 3D audio loudness modification engine 252.

According to some embodiments, media content type
selection engine 168C may include more or fewer engines
related to tracking the geolocation of a media playback
device, tracking the direction of travel of a media playback
device, tracking the rate of travel of a media playback
device, tracking the head location relative to a connected
playback device associated with a media playback device,
determining whether one or more target venues are within a
threshold distance of a media playback device, determining
whether one or more target venues within a threshold
distance of a media playback device are most suitable for
transferring associated media content to a media playback
device, and/or location compensation and/or audio format
conversion.

In additional embodiments, one or more of the engines
shown in media content type selection engine 168C may be
comprised within media playback device 124, while the
same or different engines shown in media content type
selection engine 168 C may be comprised within media
server 180. In other embodiments, one or more of the
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engines shown in media content type selection engine 168C
may be comprised within a computing device other than
media playback device 124 and media server 180.

Geolocation tracking engine 258 may perform one or
more operations related to: determining a geolocation of
media playback device 124, determining a direction of travel
of media playback device 124, analyzing one or more
timestamps associated with received geolocations of media
playback device 124, calculating, based on received time-
stamps associated with geolocations of media playback
device 124, a direction of travel of a media playback device
124, and/or determining that a direction of travel of media
playback device 124 has changed.

Target venue selection engine 256 may perform one or
more operations related to: determining that media playback
device 124 is within a threshold distance of a target venue,
determining that a target venue that is within a threshold
distance of media playback device 124 corresponds to one or
more entity types, determining that a target venue that is
within a threshold distance of media playback device 124
offers one or more specific types of goods or services,
querying a geographic mapping service to determine
whether there are one or more target venues with a threshold
distance of media playback device 124, and/or ranking the
relevance of one or more target venues (or target venue
promotional media content tracks) that are within a thresh-
old distance of media playback device 124. According to
some examples, the ranking may be based on a relative
match of a target venue’s significance to a user based on that
user’s listening history, location history, and demographic
data associated with that user, based on past user data
associated with one or more applications and/or web brows-
ing data associated with that user.

Location compensation engine 242 may perform one or
more operations related to receiving location and movement
information associated with one or more devices located on
or near a user that is listening to audio content played by the
media playback device 124, and determining whether one or
more HRTF filters should be applied or modified in relation
to 3D audio content being played. For example, location
compensation engine 242 may receive location and move-
ment information from headphones connected to the media
playback device 124 (e.g., accelerometer information),
determining from that information that a user’s head loca-
tion has changed, and as such, determining that one or more
compensating HRTF filters should be applied or modified
with regard to 3D audio content being played by the media
playback device 124.

Location compensation engine 242 may additionally or
alternatively perform one or more operations related to
receiving location and movement information associated
with media playback device 124, and determining whether
one or more HRTF filters should be applied or modified in
relation to 3D audio content associated with a target venue
that is being played by media playback device 124. For
example, location compensation engine 242 may receive
location and movement information associated with media
playback device 124 in relation to one or more target venues,
and determine whether one or more HRTF filters should be
applied or modified with regard to 3D audio content asso-
ciated with one or more target venues that media playback
device 124 is within a threshold distance of such that a user
may perceive that 3D audio as originating from the one or
more target locations.

Audio format conversion engine 244, when comprised
within the media playback device 124, may perform one or
more operations related to determining that one or more
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audio tracks being played back or stored by the media
playback device 124 are in a non-3D format, determining
that media playback device 124 or an associated device is
suitable for playing 3D audio content, and determining that
one or more HRTF filters should be applied to the one or
more audio tracks to convert them from a non-3D audio
format to a simulated 3D audio format and/or 3D audio
originating from a target venue that media playback device
124 is within a threshold distance of. Similarly, audio format
conversion engine 244, when comprised within a remote
computing device such as media server 180, may perform
one or more operations related to determining that one or
more audio tracks being transferred, streamed, or requested,
by the media playback device 124 are stored in a non-3D
format, determining or receiving a determination that media
playback device 124 or an associated device is suitable for
playing 3D audio content, and determining that one or more
HRTF filters should be applied to the one or more audio
tracks to convert them from a non-3D audio format to a
simulated 3D audio format, and/or simulate 3D audio format
that originates from a target venue that media playback
device 124 is determined to be within a threshold distance
of.

Head-related transfer function audio modification engine
246 comprises 3D audio timbre modification engine 248, 3D
audio timing modification engine 250, and 3D audio loud-
ness modification engine 252. According to examples, head-
related transfer function audio modification engine 246 may
receive an indication from location compensation engine
242 that one or more HRTF filters should be applied to 3D
audio content currently being played, streamed or otherwise
transferred to the media playback device 124. That indica-
tion may be analyzed by head-related transfer function audio
modification engine 246 and a determination may be made
as to whether one or more channels of the 3D audio content
should be processed by one or more of the 3D audio timbre
modification engine 248, the 3D audio timing modification
engine 250, and the 3D audio loudness modification engine
252, in order to compensate for one or more of: detected user
head movement (e.g., detected head movement as deter-
mined from movement/accelerometer sensors in headphones
connected to the media playback device 124), the geoloca-
tion of media playback device 124 in relation to a geoloca-
tion of a target venue that media playback device 124 is
determined to be within a threshold distance of, a direction
and/or rate of travel in a direction relative to a geolocation
of a target venue that media playback device 124 is deter-
mined to be within a threshold distance of.

In some examples, a determination may be made that one
or more channels of the 3D audio content should be pro-
cessed by the 3D audio timbre modification engine 248
because the head (as well as other body parts) deflect sound
in different manners based on where sound originates from,
and the head’s location relative to, that origination point
(e.g., a target venue’s geolocation), and thus the sound’s
frequency spectrum from one side of the head to the other is
modified based on a user’s head movement in relation to a
target venue. Thus, a determination may be made to modify
one or more channels and their corresponding frequencies in
order to change the timbre of the 3D audio content, thereby
compensating for a perceived frequency change relative to a
user’s head movement. Such a modification may be
achieved via processing of one or more channels of the 3D
audio content by the 3D audio timbre modification engine.

In other examples, a determination may be made that one
or more channels of the 3D audio content should be pro-
cessed by the 3D audio timing modification engine 250
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because, for example, sound originating from the left arrives
first to the left ear and microseconds later to the right ear.
Thus, a determination may be made to modify one or more
channels and their corresponding timing, thereby compen-
sating for a perceived timing change relative to a user’s head
movement and/or the movement of a user (as that movement
relates to the geolocation of media playback device 124 in
relation to a target venue that is determined to be within a
threshold distance of media playback device 124). Such a
modification may be achieved via processing of one or more
channels of the 3D audio content by the 3D audio timing
modification engine 250.

In additional examples, a determination may be made that
one or more channels of the 3D audio content should be
processed by the 3D audio loudness modification engine 252
because the head muffles sound. For example, sound origi-
nating from the left side of a user’s head is perceived to be
louder to the left ear than to the right ear. Thus, a determi-
nation may be made to modify one or more channels and
their corresponding loudness, thereby compensating for a
perceived loudness change relative to a user’s head move-
ment and/or the movement of a user (as that movement
relates to the geolocation of media playback device 124 in
relation to a target venue that is determined to be within a
threshold distance of media playback device 124). Such a
modification may be achieved via processing of one or more
channels of the 3D audio content by the 3D audio loudness
modification engine 252.

FIG. 4 illustrates an example system 400 for selecting
audio content associated with a target venue, providing
audio content associated with a target venue, and modifying
one or more qualities and/or filters applied to audio content
associated with a target venue based on the movement of a
media playback device as that movement relates to the
geolocation of a target venue.

The example system includes target venue environment
102, media content processing and transfer environment
108, automobile 408, audio content storage environment
114, and media playback environment 120.

Media playback environment 120 includes media play-
back device 124 and movement determining device 122,
each of which may be integrated with automobile 408.
According to examples, one or more timestamped geo-
graphic locations of media playback device 124 may be
received by server computing device 112, such that the
direction and rate of travel of automobile 408 may be
determined relative to target venue 104. According to some
examples server computing device may determine that a
threshold distance for providing audio content associated
with target venue 104 to media playback device 124 has
been met or exceeded based on the rate and direction of
automobile 408 relative to target venue 104. In such an
example, a further determination may be made that one or
more media content providing services associated with
media playback device 124 have access to promotional
audio content associated with target venue 104 (e.g., audio
3D audio content stored in 3D audio repository 118), and
that 3D audio content may be transferred, via network 110,
to media playback device 124.

According to some examples, the rate and direction of
travel of automobile 408 (and associated media playback
device 124) in relation to target venue 104 may be analyzed
by server computing device 112, and one or more HRTF
filters may be applied and/or modified to promotional 3D
audio content transferred to media playback device 124 such
that a user in automobile 408 will perceive that audio content
as originating from target venue 104. In other words, the
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media playback device 124 plays the media content item to
the user so that it sounds like it is coming from the direction
D from the target venue, to the media playback device 124.

FIG. 5 illustrates an example method 500 for selecting
and transferring audio content to a media playback device in
an appropriate format based on the media playback device’s
suitability for playing three-dimensional audio content.

The method 500 begins at a start operation and flow
continues to operation 502 where a determination is made as
to the geolocation of a media playback device such as media
playback device 124 which is streaming or otherwise play-
ing audio content from a media content application. In some
examples, the geolocation of the media playback device, as
well as the direction and rate of travel of that media playback
device may also be determined. For example, the geoloca-
tion of the media playback device may be received at timed
intervals, and those received geolocations may be time-
stamped such a direction and rate of travel can be calculated
by one or more server computing devices and/or the media
playback device itself.

From operation 502 flow continues to operation 504
where a target venue for which promotional audio content is
available (from a media streaming service that is being used
by the media playback device) that is within a threshold
distance of the media playback device is identified. In some
examples, the target venue may be identified as being within
a threshold distance of the media playback device based on
the media playback device traveling in a direction relative to
the target venue and/or at a rate in the direction of the target
venue. For example, if the media playback device is deter-
mined to be traveling at a relatively fast rate of speed in the
direction of the target venue, the threshold distance may be
decreased. Alternatively, if the media playback device is
determined to be traveling at a relatively slow rate of speed
in the direction of the target venue, the threshold distance
may be increased.

From operation 504 flow continues to operation 506
where a determination is made as to whether the playback
device is suitable for 3D audio playback. According to some
examples that determination is made based on determining
whether the media playback device is connected to head-
phones, and is therefore capable of playing actual 3D audio
content. In alternative examples that determination is made
based on determining whether the media playback device is
connected to one or more speakers that are capable of
producing filtered audio content that may be perceived by a
user as originating from a geographic location relative to the
media playback device.

If at operation 506, a determination is made that the media
playback device is suitable for 3D audio playback, and the
media playback device is determined to be within a thresh-
old distance of a target venue, flow continues to operation
508 where 3D audio content associated with the target venue
is transferred to the media playback device.

From operation 508 flow continues to an end operation
and the method 500 ends.

Alternatively, if at operation 506, a determination is made
that the media playback device is not suitable for 3D audio
playback, and the media playback device is determined to be
within a threshold distance of a target venue, flow continues
to operation 510 where non-3D audio content associated
with the target venue is transferred to the media playback
device.

From operation 510 flow continues to an end operation
and the method 500 ends.
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FIG. 6 illustrates an example method 600 for adjusting
one or more audio filters to compensate for a detected
change in direction relative to a perceived geographic source
of 3D audio content.

The method 600 begins at a start operation and flow
continues to operation 602 where a determination is made as
to a direction of travel of a media playback device for which
3D audio content associated with a target venue is being
transferred. According to examples, a plurality of geoloca-
tions corresponding to the geolocation of the media play-
back device may be received, and one or more time stamps
may be associated with those received geolocations such
that a direction of travel of the media playback device may
be calculated and a rate of travel relative to a target venue
may be calculated.

From operation 602 flow continues to operation 604
where one or more HRTF filters may be applied to 3D audio
content that is, or has been, transferred to a media playback
device. That is, one or more HRTF filters may be applied to
the 3D audio content, based on one or more of: the location
of'the media playback device relative to the target venue, the
direction of travel of the media playback device relative to
the target venue, and/or the direction and rate of travel
relative to the target venue, such that a user listening to the
3D audio content perceives the 3D audio content as origi-
nating from the target venue that the 3D audio content is
associated with.

From operation 604 flow continues to operation 606
where a change in direction of the media playback device is
detected. For example, one or more geolocations and/or
associated timestamps may be received and a calculation
may be made that the media playback device has changed its
direction of travel relative to its previous course of travel.
According to some examples a change in direction and/or a
change in the rate of travel in a particular direction for the
media playback device may be detected at operation 606.

From operation 606 flow continues to operation 608
where one or more HRTF filters may be automatically
adjusted and applied to the 3D audio content associated with
the target venue, based on the detected change in direction
and/or rate of travel in a particular direction of the media
playback device as it relates to the target venue such that a
user listening to the 3D audio played back from the media
playback device will perceive the 3D audio content as
originating from the target venue.

From operation 608 flow continues to an end operation,
and the method 600 ends.

FIG. 7 illustrates an example method 700 for adjusting
one or more audio filters to compensate for a detected
change in head movement relative to a perceived geographic
source of 3D audio content.

The method 700 begins at a start operation and flow
continues to operation 702 where a determination is made
that headphones comprising one or more accelerometer are
connected to a media playback device.

From operation 702 flow continues to operation 704
where a first position of the headphones is received. For
example, a determination that the headphones are positioned
in one or more directions relative to a target venue for which
3D audio content is being, or has been, transferred to the
media playback device may be made based on calculations
associated with data received from the one or more accel-
erometers comprised within the headphones.

From operation 704 flow continues to operation 706
where one or more HRTF filters are applied to the 3D audio
content associated with the target venue such that a user



US 10,785,591 B2

21

listening to that 3D audio content will perceive the 3D audio
content as originating from the target venue.

From operation 706 flow continues to operation 708
where a second position of the headphones is received, and
the second position is determined to be different from the
first position of the headphones. For example, a determina-
tion may be made that the headphones are now positioned in
one or more different directions relative to the target venue
than they were in the first position.

From operation 708 flow continues to operation 710
where one or more HRTF filters applied to the 3D audio
content associated with the target venue are automatically
adjusted, based on the determined change in location of the
headphones relative to the target venue, such that a user
listening to the 3D audio content will perceive the 3D audio
content as originating from the target venue despite the
headphones moving relative to the target venue (i.e., despite
the user’s head moving relative to the target venue).

From operation 710 flow continues to an end operation
and the method 700 ends.

The various embodiments described above are provided
by way of illustration only and should not be construed to
limit the claims attached hereto. Those skilled in the art will
readily recognize various modifications and changes that
may be made without following the example embodiments
and applications illustrated and described herein, and with-
out departing from the true spirit and scope of the following
claims.

What is claimed is:

1. A method for providing media content to a media
playback device, the method comprising:

determining a geolocation of a target venue;

determining a first geolocation of the media playback

device;

receiving an indication that the media playback device is

within a threshold distance of the target venue;
determining a direction of travel of the media playback
device;

transferring, to the media playback device, media content

associated with the target venue, wherein one or more
characteristics of the media content are dynamically
modified to simulate audio originating from the target
venue; and

determining that the direction of travel of the media

playback device has changed; and

automatically adjusting, in response to the detected

change in direction, at least one filter applied to the
three-dimensional audio content.

2. The method of claim 1, wherein the media content is
transferred to the media playback device in a three-dimen-
sional audio format.

3. The method of claim 1, wherein the three-dimensional
content comprises an audio recording that has been modified
with at least one head-related transfer function.

4. The method of claim 1, wherein the three-dimensional
content comprises a binaural audio recording.

5. The method of claim 1, further comprising:

determining a second geolocation of the media playback

device;

analyzing a received timestamp associated with the first

geolocation of the media playback device;
analyzing a received timestamp associated with the sec-
ond geolocation of the media playback device; and

calculating, based on the first and second geolocations
and their associated timestamps, the direction of travel
of the media playback device.
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6. The method of claim 1, wherein the automatic adjust-
ment of the at least one filter is applied at the media playback
device.

7. The method of claim 1, wherein the automatic adjust-
ment of the at least one filter is performed by at least one
server computing device prior to transferring the media
content associated with the target venue to the media play-
back device.

8. The method of claim 5, further comprising determining
a rate of travel of the media playback device, and wherein
at least one of the dynamically modified characteristics of
the media content is a loudness characteristic modified based
on a current determined rate of travel of the media playback
device.

9. The method of claim 2, wherein the media playback
device includes headphones, and further comprising:

receiving, from at least one accelerometer, an indication
that a change in the headphone’s location has occurred;
and

in response to the received indication, automatically
adjusting at least one filter applied to the three-dimen-
sional audio content, the at least one filter selected
from: a timing filter, a loudness filter, and a timbre filter.

10. The method of claim 1, wherein the geolocation of the
target venue is received from a geo-mapping service.

11. The method of claim 1, further comprising:

determining that the media playback device is within a
threshold distance of a plurality of target venues; and

selecting media content associated with one of the plu-
rality of target venues to transfer to the media playback
device, wherein the selecting comprises at least one of:
determining that a playlist being listened to on the
media playback device relates to one or more good or
service offered by the target venue; and determining
that one or more user profile factors associated with the
media playback device correspond to one or more good
or service offered by the target venue.

12. A media server comprising:

a database storing a plurality of songs in both of a
three-dimensional format and a non-three-dimensional
format;

at least one processing device in data communication with
the database; and

at least one computer readable storage device storing
instructions that, when executed by the at least one
processing device, cause the media server to:

determine a first geolocation of a media playback device
from which a request for media content has been
received;

determine a geolocation of a target venue that is within a
threshold distance of the media playback device;

determine a direction of travel of the media playback
device;

transfer, to the media playback device, media content in a
three-dimensional audio format, the media content
being associated with the target venue;

determine that the direction of travel of the media play-
back device has changed; and

adjust, in response to the detected change in direction, at
least one filter applied to the three-dimensional audio
content.

13. The media server of claim 12, wherein the instruc-
tions, when executed by the at least one processing device,
further cause the media server to dynamically modify one or
more characteristics of the media content to simulate audio
originating from the target venue.
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14. The media server of claim 12, wherein the instruc-
tions, when executed by the at least one processing device,
further cause the media server to:

determine a rate of travel of the media playback device;

determine that the rate of travel of the media playback

device has changed; and

adjust, in response to the detected change in direction, at

least one filter applied to the three-dimensional audio
content.
15. A media playback device comprising:
a processing device; and
at least one non-transitory computer readable storage
device storing instructions that when executed by the
processing device, cause the media playback device to:

provide, to a media server, a geolocation of the media
playback device;

provide, to the media server, a direction of travel of the

media playback device;
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play back media content received from the media server,
wherein the media content comprises three-dimen-
sional audio content, and wherein the media content is
associated with a target location that is within a thresh-
old distance of the media playback device;

determine that the direction of travel of the media play-

back device has changed; and

adjust, in response to the detected change in direction, at

least one filter applied to the three-dimensional audio
content.

16. The media playback device of claim 15, wherein one
or more characteristics of the media content are dynamically
modified by the media playback device to simulate audio
originating from the target venue.

17. The media playback device of claim 15, wherein the
three-dimensional audio content comprises an audio record-
ing that has been modified with at least one head-related
transfer function.



